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H I G H L I G H T S

• The proposed adjoint method enables CFD-based wind farm design in complex terrains.

• The field-validated, turbulent CFD model predicts the wind farm energy generation.

• The developed CFD-based methodology optimally sites turbines over complex terrains.

• A full-scale CFD-based WFLO is completed in days using current computing resources.

• The energy generation of a real wind farm in complex terrain is increased by 6.6%.
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A B S T R A C T

Optimal design of wind farms in complex terrains has never been fully addressed because of the complex flow
phenomena generated by the turbine wakes, the terrain itself, and their mutual interaction. To capture these
effects, Computational Fluid Dynamics (CFD) simulation models are necessary, but their direct use with tradi-
tional optimization algorithms is prevented by their high computational cost. By using a gradient-based algo-
rithm and an adjoint method for the gradient calculations, we present a methodology for the optimization of
wind farm layouts that enables the use of CFD models to accurately simulate wake effects and terrain-induced
flow characteristics. As opposed to previous studies, this methodology is general in its formulation and can
handle different wind farm configurations, wind resource distributions and terrain topography. Benefits of an
optimal wind farm design that employs CFD models are demonstrated for idealized and real cases, where sig-
nificant improvements in annual energy production are realized by optimally siting turbines over complex
terrains exploiting both turbine- and terrain-induced flow features. We ultimately show that this innovative
methodology is feasible with current computational resources and an optimization process can be completed
within days.

1. Introduction

The siting of wind turbines when developing a new wind farm is a
critical aspect in the design of these systems. Wind turbines, as they
extract kinetic energy from the wind, create wakes that affect down-
stream turbines and can decrease the farm annual energy generation by
10–20% [1]. The process of finding the optimal position of wind tur-
bines within an available terrain to maximize the energy production is
called wind farm layout optimization (WFLO). It has become of great
interest among wind farm designers and researchers as it has been
shown that an optimal turbine arrangement can increase the overall
energy generation [2] and diminish the wind farm levelized cost of
electricity (LCOE) [3]. However, as more wind capacity is developed

on-shore, both land use [4] and environmental impact [5] have become
increasingly important constraints during the design process, thus
stressing the importance of environmental [6] and public policy aspects
[7] of the design of wind energy systems.

When wind farms are installed on-shore, a further problem usually
arises: the terrain, when not flat, can have a significant impact on the
local wind characteristics. Wind speed, direction and turbulence are all
influenced by the local terrain topography [8], and this fact conse-
quently impacts the wind farm operating conditions and performance.
Studies of wind turbines and farms in complex terrain have been con-
ducted both experimentally and numerically. Mattuella et al. [9] and
Røkenes and Krogstad [10] analyzed in wind tunnel experiments the
flow field over complex terrain for wind energy applications. They
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demonstrated how the wind characteristics significantly vary over the
complex area creating speed-up regions, flow separation and steering.
Numerical studies are more common as they are less expensive and
time-consuming. They rely on Computational Fluid Dynamics (CFD)
and the solution of the Navier–Stokes (N-S) equations to calculate the
flow field and related quantities. Examples are given by Castellani et al.
[11,12], Astolfi et al. [13], Murali and Rajagopalan [14], and Makridis
and Chick [15]. A common feature of these numerical studies is that
they include a validation phase in which the CFD models are assessed
against field data, providing satisfactory agreement in most cases. All
these experimental and numerical studies showed how the terrain
changes and distorts the wind flow and underlined the necessity of an
accurate characterization the flow regime in complex terrains. The
WFLO problem, as discussed in the next paragraphs, has however been
studied in vast majority for flat terrain applications with very few ex-
amples for complex terrains.

From a modelling viewpoint, an accurate estimation of the wind
farm wake losses is crucial for the WFLO problem. To model wind
turbine wakes, there exist two different approaches, namely analytical
and numerical wake models [16]. Analytical models were developed
from experimental and theoretical work on velocity deficit profiles and
are generally simple and computationally inexpensive. The models
developed by Jensen [17], Frandsen et al. [18], and Larsen [19] are
among the most used. Ad hoc models are then needed to account for
wakes overlapping in wind farm power calculations [20]: in such sce-
nario, superposition of turbine wakes is assumed and complex flow
phenomena neglected [21]. Because of the inherent simplifications,
analytical wake models cannot resolve flow structures resulting from
atmospheric processes, convective motions, speed-up effects sur-
rounding turbine rotors or terrain features, variations in terrain
roughness, and wake meandering [1]. By contrast, numerical models,
which are based on CFD, are more accurate in resolving turbulent flows
and provide a larger flexibility in handling different atmospheric con-
ditions and terrain topography, albeit at a much larger computational
cost. For wind farm simulations, there exist two distinct groups of CFD
models, which have different approaches to model turbulence, namely
Reynolds-Averaged Navier–Stokes (RANS) and Large-Eddy Simulation
(LES) models [22]. RANS models are based on time-averaged N-S
equations and necessitate additional modelling to calculate the re-
sulting Reynolds stresses, whereas LES models are derived via a low-
pass filtering on the N-S equations, where energy-containing eddies are
resolved and smaller, dissipative eddies parametrized. RANS models are
commonly used for wind farm simulations and are generally a robust
tool for estimating the mean flow fields and power generation. The
reader can refer to Ref. [22–27] for analyses and reviews of the RANS
models in the context of wind farm simulations. LES models currently
represent the simulation tool with the highest fidelity but they are still
too computationally expensive for a design perspective. Mehta et al.
[28] presented a comprehensive review about applications and addi-
tional details of wind farm LES.

The state of the art in WFLO is based on minimizing turbine wake
losses calculated using analytical models [2,3,29]. This is because op-
timization frameworks that employ CFD models are computationally
expensive and are generally constrained by computer resources. Me-
taheuristics and stochastic methods used to solve the WFLO problem
include genetic/evolutionary algorithms (e.g., [7,4,30–34]), simulated
annealing (e.g., [35]), particle swarms (e.g., [36–40]), and greedy al-
gorithms (e.g., [41]). Other methods sometimes used to solve this
problem are instead based on mathematical programming, which can
be used independently (e.g., [42,43]) or combined with other heuristics
(e.g., [44,45]). Nonlinear mathematical programming using exact gra-
dients of the constraints and objective function has proved to be very
efficient in tackling the WFLO problem and has been shown to out-
perform genetic algorithms in terms of computational cost and solution
quality [46].

The usage of CFD-RANS models in WFLO, prevented originally by

high computational costs, has been enabled partially by the advantage
offered by mathematical programming. In fact, mathematical pro-
gramming algorithms are characterized by a smaller number of simu-
lations required to find an optimal solution [46]. The other key fact that
has fully enabled the implementation of CFD-RANS models into the
WFLO problem is the use of adjoints methods. The adjoint method is an
efficient way for calculating the gradient of the objective function as
required by continuous-variable optimization algorithms, particularly
when the objective function depends on the solution of a system of state
equations (e.g., the Navier–Stokes equations) [47]. When using adjoint
methods, the total cost for the gradient calculation is independent of the
number of design parameters and is comparable to that of a single CFD
simulation. King et al. [48,49]and Antonini et al. [50] developed gra-
dient-based approaches for WFLO that used an adjoint method in its
discrete and continuous formulation, respectively. However, their im-
plementations were for flat terrain configurations. Only two studies
have focused on WFLO in complex terrain. Kuo et al. [51] developed a
methodology that combines CFD with mixed-integer programming
(MIP) to optimally site turbines on complex terrains. As a result of the
proposed methodology and approximate initial solutions, they attained
a favourable trade-off between solution quality and computational cost.
Feng et al. [52] proposed instead an optimization framework that, to
estimate the wake effects in complex terrain, used an analytical model
superposed to a background field obtained through a CFD simulation.
Even though full use of CFD models in the WFLO in complex terrain
seems to be possible without any simplification, approximation or ad
hoc solution, no example exists to date.

In the present paper, we present a methodology for the optimization
of wind farm layouts that uses CFD models to accurately estimate wake
effects and an adjoint method to calculate the gradients required by the
gradient-based optimization. This methodology is general in its for-
mulation and can handle any wind farm configurations, wind resource
distributions and terrain topography. We show that a CFD-based
methodology for wind farm layout optimization in complex terrain is
feasible with current computational resources and an optimization
process can be completed within days. First, we illustrate in Section 2
the adjoint method that we use for the gradient calculations, and we
discuss its computational advantages with respect to traditional
methods that originally prevented a successful implementation of a
CFD-based wind farm layout optimization. In Section 3, we perform an
important process for adjoint methods, that is the results verification.
We run the verification process for an idealized 3D system by com-
paring the adjoint method with a central difference discretization
method, expanding and complementing what was done by Antonini
et al. [50] for 2D systems. In Section 4, we conduct a validation of the
CFD model by comparing its predictions with publicly available, mea-
sured power production data from the Nygårdsfjellet wind farm. In
Section 5, we present the WFLO methodology that combines the adjoint
method and the CFD model to enable a full 3D, continuous-variable
optimization of wind farms both in flat and complex terrains. We apply
our methodology both to idealized cases and to the same real wind farm
used for the validation. Results ultimately show the unique advantage
of our methodology with respect the state of the art in WFLO, that is the
capability of accurately simulating turbine wakes and terrain-induced
flow features, and exploiting optimal turbine siting that approximate or
simplified models could not provide. Conclusions, implications and
potential impact of our study are then discussed in Section 6.

2. The adjoint method

In this section, we describe the general adjoint framework in its
continuous formulation and discuss its computational advantages. For
the detailed formulation of the adjoint method for the WFLO problem,
the reader is referred to the work by Antonini et al. [50], who derived
full 3D adjoint equations but demonstrated a 2D implementation valid
only in flat terrains. After presenting the general mathematical
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framework, as first conceptualized by Jameson [53], we discuss the
specific modifications required to apply the formulation presented in
Ref. [50] to complex terrains.

The governing equations of the present problem can be expressed as
=G ϕ α( , ) 0, where G is the vector of the state equations (the RANS

equations for the CFD-based WFLO), ϕ is the vector of the flow field
variables (the state variables in adjoint terminology), and α is the
vector including the wind turbine positions (the design variables). The
system of the governing equations inherently relates the state variables,
ϕ, to the design variables, α. An objective or cost function in scalar form
that measures a quantity of interest (the total energy or power gen-
eration of the farm) is then defined as the integral of a user-defined
function, ϕ α αJ [ ( ), ], over a given domain, ΩO. The objective of such
defined optimization problem is to find within certain constraints the
optimal design variables that maximize the objective function, which
can be expressed in formulas as:

∫
=
=
⩽

ϕ α α

G ϕ α α
α
α

J d

k
h

max [ ( ), ] Ω,

subject to [ ( ), ] 0 in Ω,
( ) 0,
( ) 0,

α ΩO

(1)

where Ω is the system domain, and k and h are equality and inequality
constraints, placed on the design variables α and defined a priori by the
user. In the WFLO problem, these constraints typically represent wind
farm site boundaries and wind turbines interspacing.

The solution of the above optimization system with gradient-based
methods requires the objective function gradient with respect to the
design variables, i.e., ∫( ) αd Jd dΩ /ΩO

. Within the adjoint framework, an
expression for this gradient can be derived by introducing the
Lagrangian function:

̂∫ ∫= + ϕ GL Jd dΩ Ω,T

Ω ΩO (2)

where ̂ϕ is the vector of the adjoint variables (also known as Lagrange
multipliers). The fact that G is zero by construction implies that the
objective function and its variation are equal to the Lagrangian and its
variation (i.e., =J L and ∫ =( )δ Jd δLΩΩO

). The focus will then be
placed on finding a convenient expression of the Lagrangian variation.
The adjoint variables, ̂ϕ , on the other hand, can be freely chosen. Using
the chain rule, the variation of the Lagrangian is expressed as:
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Among all the terms in Lagrangian variation, the partial derivatives of
the objective function with respect to the state variables, ∂ ∂ϕJ/ , and
design variables, ∫∂ ∂( ) αJdΩ /ΩO

, are straightforward to determine be-
cause the objective function is user-defined. The partial derivative of
the state equations with respect to the state variables, ∂ ∂G ϕ/ , can be
obtained using common derivation rules. The partial derivative of the
state equations with respect to the design variables, ̂∫∂ ∂ϕ G αd( Ω)/T

Ω , is
generally zero, but it was shown in Ref. [50] that, for the WFLO for-
mulation, this term is not equal to zero and requires special treatment.
In fact, when the volumetric source terms in the state equations depend
on the design variables, this term accounts for the source position
variation and for the subsequent imbalance in the state equations.

With respect to the original formulation that was implemented for
2D systems [50], a geometric modification to the gradient calculation
needs to be introduced when the terrain is not flat. In this case, the
gradient is computed on an inclined plane tangential to the terrain at
the turbine position. Of that gradient, only the projection on a hor-
izontal plane has to be considered, as the design variables are expressed
as planar coordinates. The practical consequence to this modification is
that any position shift and its induced state equation imbalance, as

discussed in the previous paragraph, must occur on such inclined plane.
For high-dimensional problems, ϕ αd d/ is perhaps the most compu-

tationally expensive term, but its calculation can be avoided by se-
lecting the adjoint variables such that:
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This is the system of adjoint equations and can be solved in a compu-
tational time that is similar to the solution of the system of state
equations. With appropriate values for the adjoint variables, the total
gradient required by the optimization algorithm is therefore:

̂∫ ∫ ∫= = ∂
∂

+ ∂
∂( ) ( ) ( )α α α α

ϕ Gd
d

Jd dL
d

Jd dΩ Ω Ω .T

Ω Ω ΩO O (5)

The derivation of the partial derivative terms discussed above can be
found in Ref. [50]. In the current methodology, the adjoint equations
for turbulent flows with the −κ ω turbulence model are used.

3. Verification of the adjoint method

In this section, we verify the accuracy of the gradient calculated
with the adjoint method in 3D systems by comparing its predictions
with a finite difference discretization, defined as:

∫
∫ ∫
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+ − −

= …
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where δαn is a perturbation of the n-th design variable. The central
difference approach, differently from the adjoint method, needs two
objective function evaluations for each design variable, and therefore it
is 2 N times more computationally expensive. This form of verification
is common for assessing the accuracy of the gradient (e.g., [54–57]).
The same approach was also used by Antonini et al. [50] for the ver-
ification of their 2D implementation of the adjoint method. We con-
ducted the comparison by defining the idealized 3D verification case
shown in Fig. 1 where we considered as quantity of interest the power
generation of a wind turbine operating in wake conditions. We defined
a regular grid of downstream and cross-stream positions where the
gradient of the power generation was evaluated with respect to the two
planar coordinates, resulting in a streamwise and a lateral component.
The positions of the second turbine were set to D4 and D6 downstream,
with a lateral spacing of D0.5 , where D is the turbine rotor diameter
equal to 80 m.

Fig. 1. Illustration of the verification case. The two orange-colored rectangles
indicate the regions where the momentum sources representing the turbines are
applied. The second turbine is progressively placed at different locations, in-
dicated by the black dots, where the gradients are calculated. (For interpreta-
tion of the references to colour in this figure legend, the reader is referred to the
web version of this article.)
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The wind turbines were implemented as actuator disks, where a
distributed axial momentum source is applied over a cylindrical region,
determined by the turbine rotor area. The domain had dimensions of
10 × 14 × 6 D with a global grid resolution of 0.1 D. A resolution of
0.05 D was used in a refined region surrounding the wind turbines to
accurately resolve the most significant gradients in the flow field. Near
the terrain, the height of the first grid cell at the wall was set to D0.01 ,
progressively increased for the neighboring cells moving away from the
wall, up to the size given by the global resolution. The near-wall mesh
refinement occurred within a height of D0.5 . Second-order discretiza-
tion was used for the primal and adjoint equations to interpolate the
flow and adjoint variables. The semi-implicit method for pressure-
linked equations (SIMPLE) algorithm was used to solve iteratively the
set of equations, as implemented in OpenFOAM [58]. This numerical
setup is consistent with previous studies about wind farm simulations,
such as the ones in Ref. [24,26,59,60].

The boundary conditions for the primal, CFD simulations were set
with realistic, typical values for the wind speed and turbulence quan-
tities, whose profiles can be found in Ref. [26]. Assuming the atmo-
spheric boundary layer characteristics, i.e., undisturbed wind speed,
Uref =10 m/s, at reference height, H = 60 m, and surface roughness,
z0=0.0018 m, the profiles of wind speed, turbulence kinetic energy, k,
and specific dissipation rate, ω, were specified at the inlet. The side and
outlet boundary conditions were set as zero gradient and pressure
outlet, respectively. The boundary conditions for the adjoint variables
were instead defined according to the following equations [50]:

̂

̂
̂

̂
=

=

=
=

∂
∂

v

k
ω

0 in Γ,

0 in Γ,

0 in Γ,
0 in Γ.

i
p
xi

(7)

We compared the results of the adjoint method (AM) with those of a
central difference (CD) approach, which can be view as the best ap-
proximation for gradient calculations when analytical values are not
available. Fig. 2 displays the values of the gradient components calcu-
lated by the adjoint and CD approaches whereas evaluation metrics are
reported in Table 1. These metrics are: the relative magnitude of the
gradient calculated with the adjoint method:

∇ = ∇
∇

J J
J

‖ ‖ ‖ ‖
‖ ‖

·100;rel
AM

AM max, (8)

the percentage difference in the absolute value of the gradients calcu-
lated by the adjoint method with respect to the central difference dis-
cretization:

= ∇ − ∇
∇∇

J J
J

err ‖ ‖ ‖ ‖
‖ ‖

·100;J
AM CD

CD max, (9)

the angular difference in the direction between the gradient computed
with the adjoint method and the central difference discretization:

= −θ θerr ‖ ‖.θ AM CD (10)

The adjoint method had predictions that were overall accurate for
most part of wake region with the largest discrepancy of just 5.7% in
the absolute value. High discrepancies in the gradient direction can
instead be observed when the second turbine was in the outermost
positions. This is explainable by considering that the two components of
the gradient had a value close to zero, and even a minimal discrepancy
in one of the two can result in a large direction variation. In these
positions, the absolute value of the gradient is however smaller and
almost negligible with respect to the wake region, and consequently
this effect is not expected to have an impact on the optimization pro-
cess. Overall, the validation results of the continuous adjoint method
for 3D simulations are consistent with those obtained for 2D simula-
tions [50] and provide the same significant saving in computational
time, as discussed in Section 2. The successful verification of the 3D
formulation of the adjoint method enables its application to any kind of
3D system and therefore it will be implemented in the optimization
methodology for complex terrains.

4. Validation of the CFD model

To enable a reliable use of CFD models for predicting flow-depen-
dent variables, a validation against experimental data is always

Fig. 2. Gradient components. The figures display results obtained by the adjoint method (AM) and a central difference (CD) discretization approach for the different
lateral positions of the second wind turbine at 4 D (a) and 6 D downstream (b).

Table 1
Relative magnitude of the gradient calculated with the adjoint method, ∇J‖ ‖rel ,
and errors in absolute value, ∇err J , and direction, errθ, between the gradient
computed with the adjoint method and the central difference approach on the
grid of downstream locations.

4D downstream 6D downstream

Cross-
stream [D]

∇J‖ ‖rel [%] ∇err J [%] errθ [°] ∇J‖ ‖rel [%] ∇err J [%] errθ [°]

0.0 19.4 1.2 0.0 10.9 4.1 0.0
0.5 100.0 1.2 0.7 63.6 1.3 1.3
1.0 99.3 7.1 2.2 75.7 1.9 2.4
1.5 21.5 1.0 19.5 27.4 1.1 14.4
2.0 6.9 4.7 91.4 7.6 3.6 71.6
2.5 6.5 5.4 118.7 6.6 5.7 123.6
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recommended. In this paper, we propose a methodology for the opti-
mization of turbine layouts that uses full-scale, 3D CFD models to
predict the annual energy production of a wind farm. Hence, a vali-
dation of the CFD model predictive accuracy is of critical importance. In
this section, we conduct the validation of the CFD model by comparing
its predictions with observed power production values in an actual
wind farm for which there is openly available production data.

The wind farm in consideration is the Nygårdsfjellet facility, located
in Narvik, Norway. It consists of 14 Siemens SWT-2.3-93 wind turbines
with a rated power of 2.3 MW each. They have a rotor diameter of 93 m
and a hub height of 80 m with base foundations at 420 m above mean
sea level. The wind farm is sited on a moderately complex terrain with
smooth hills and on a terrain covered mainly in grass interrupted by
small lakes. A measuring campaign was conducted at the wind farm site
by collecting wind speed and direction from two anemometers placed
on the nacelle as well as power production [61]. Even though model
validations in complex terrains still remain a challenge for the lack of
comprehensive data sets and high uncertainties, this campaign offers
sufficient measurements for a comparison and details of the wind farm
site and turbines.

We developed a CFD model based on RANS equations for in-
compressible, steady flows, which require additional turbulence mod-
eling to solve the nonlinear Reynolds stress term. Here we used the
standard −k ω model formulated by Wilcox [62], which relies on the
Boussinesq approximation to calculate the Reynold stresses. Applica-
tion-specific turbulence model constants were chosen as proposed by
Antonini et al. [25,26]. This choice of turbulence model was motivated
by the consistency with respect to the adjoint method formulation and
by the sufficiently accurate predictions that this model can provide in
wind farm simulations [27,59]. The domain had dimensions of
25 × 25 × 8 D, whereas the mesh resolution was derived in a similar
way as discussed in Section 3, resulting in a total of approximately 8
million cells. The terrain altitude was retrieved from Google Earth
considering an area of 6 × 6 km2 (roughtly 64 × 64 D) centered at
geographic coordinates 17.8821° E, 68.5074° N (effects of Earth’s cur-
vature were neglected). The terrain geometry and the turbine positions
are illustrated in Fig. 3. OpenFOAM [58] is employed to solve the RANS
equations, using a control-volume-based technique to transform the
governing flow equations into algebraic expressions that can be solved
numerically. Consistently with the adjoint formulation, second-order
discretization was used for RANS equations and the SIMPLE algorithm
was employed to solve the set of equations.

In order to validate the CFD model, we compared its predictions
with power production measurements of wind turbines operating in
wake conditions. Specifically, we considered the following eight cases

whose field data are reported in Ref. [61]: turbine 5 operating in the
wake of 1, 6 in the wake of 2, 6 in the wake of 12, 7 in the wake of 3, 7
in the wake of 11, 8 in the wake of 10, 9 in the wake of 10, and 14 in the
wake of 4. For these cases, the freestream wind speed was of 9 m/s. The
elevation of the freestream wind speed was reasonably assumed to be
the average altitude of all the turbine hub heights, which was 210 m
above the lowest point in the domain (130 m was the average elevation
of the turbine bases). The wind direction that corresponds to the con-
dition of alignment between the two wind turbines in consideration and
the wind speed is reported in Table 2. For computational convenience,
we rotated the wind farm layout and the underlying terrain according
to the specified wind direction as opposed to rotating the boundary
conditions. The boundary conditions were instead kept fixed as illu-
strated in Fig. 4. Assuming a terrain roughness of z0=0.0018 m typical
of grass land and neutral atmospheric conditions, the inlet boundary
condition of the simulation was specified using a logarithmic profile for
the wind speed, constant value for the turbulence kinetic energy, k, and
hyperbolic profile for the specific dissipation rate, ω. More details of
these profiles and their equations can be found in Ref. [26]. The side
and outlet boundary conditions were set as zero gradient and pressure
outlet, respectively.

Results from the validation procedure are reported in Fig. 5. Each
subplot shows the observed normalized power along with one standard
deviation and the CFD predictions as a function of wind direction for
each of the cases considered. Several observations can be made from an
analysis of the results. The first and most important is related to the
field data: high uncertainties can be observed for most of the experi-
mental data, with values of the standard deviation that can be as high as
40% of the normalized power. These uncertainties are the result of the

Fig. 3. Illustration of wind farm terrain and layout. The planar coordinates are centered at geographic coordinates 17.8821° E, 68.5074° N. The altitude is instead
reported with respect to the lowest altitude of the area considered.

Table 2
Cases used for the validation of the CFD model. The freestream
wind speed was 9 m/s for each of them, whereas the wind di-
rection that corresponds to the condition of alignment between
the two wind turbines in consideration and the wind speed is
reported in the second column of the table.

Case Wind direction [°]

5 in the wake of 1 271.2
6 in the wake of 2 279.3
6 in the wake of 12 93.6
7 in the wake of 3 283.3
7 in the wake of 11 93.4
8 in the wake of 10 74.7
9 in the wake of 10 95.2
14 in the wake of 4 270.0
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high variability of wind speed and direction, which is also increased by
the terrain features that distort the wind flow. The effect of the terrain
can be seen particularly on the profile of the normalized power as a
function of wind direction. On flat terrains, its profile is usually sym-
metric about the direction for which the turbines are aligned with the
incoming wind speed. However, the results show a clear asymmetry
especially for the cases where the wind comes from the east sector. To
note is also the fact that for the same cases, the normalized power is
greater than unity for some wind directions, suggesting that the
downstream wind turbines face a higher wind potential as a con-
sequence of flow-distorting effects caused by the terrain. As pointed out
by Seim et al. [61], yaw misalignment that occurs under varying wind
conditions contributes both to the uncertainty and the normalized
power greater than unity.

With regard to the CFD predictions, a good agreement can be ob-
served in most of the cases, even though, for some wind directions, the
discrepancies with observations are significantly large. For the first six
cases of Fig. 5, the CFD model was able to capture the profile of nor-
malized power, the wake width, and the wake centerline. The highest
discrepancies are instead observed for the last two cases where the CFD
model was likely not able to correctly simulate flow distortions caused
by terrain features. A few reasons for these discrepancies can be rea-
sonably identified. First, the domain of the CFD model was likely not
extended enough to capture all the terrain features that generated the
flow distortion. To have a more accurate capture of the flow field with
all terrain-induced features, a much larger domain extending for a few
kilometers upwind would have been necessary to allow the flow to fully
develop. We however deemed this solution to be not computationally
feasible for the subsequent optimization procedure. We, in fact, chose a
domain size that was enough to capture a significant area surrounding
the wind farm but whose solution could be achieved within our com-
putational constrains. These constrains were given as two hours of si-
mulation time with 120 Intel “Skylake” cores at 2.4 GHz. The second
reason is likely related to the choice of turbulence model. Even though
the −k ω model was chosen because of consistency with respect to the
adjoint method and sufficiently accurate predictions in previous stu-
dies, it is not the most accurate when compared to more advance tur-
bulence models, such as the −SSTk ω model [26]. The third reason is
likely related to the altitude and location of the freestream wind speed
that we assumed in our simulations. We used the most reasonable va-
lues but we are aware that, given the terrain geometry and the distance
between the domain boundaries and the wind turbine positions where
the measurements were taken, we may have introduced a systematic
error. Other reasons for the discrepancies may be related to atmo-
spheric stratification, not accounted for in the simulations, and yaw
misalignment, not modeled.

Overall, our CFD model was able to provide good predictions of the
power production for most of the wind directions considered but failed
in a few of them. The validation process can be considered satisfactory

but also highlighted the challenge of simulating wind farms in complex
terrains. A comprehensive validation with more accurate predictions
would have required larger domains and more powerful computational
resources. This was however beyond the scope of the present paper
where we instead want to show the feasibility of the first CFD-based
wind farm optimization in complex terrain that can be done within
days, or more precisely, with a computational budget of approximately
1000 core-days.

5. Wind farm layout optimization in complex terrains

The annual energy production (AEP) calculated with the CFD model
and the gradient computation performed with the adjoint method are
fundamental parts of the optimization methodology developed in this
study, which is an extension of the one developed by Antonini et al.
[50]. As opposed to the original implementation, the present metho-
dology is developed to handle 3D systems and any kind of terrain. The
goal of this methodology is to optimally site any given number of wind
turbines within an available land and on any terrain geometry to
maximize the AEP. As shown in Fig. 6, it requires the wind rose, i.e., the
frequency distribution of the wind directions and speeds at the wind
farm site; an initial, hypothetical wind farm layout; and the terrain
geometry. First, CFD simulations are employed to estimate the AEP of a
given layout. Adjoint simulations are then performed to calculate the
gradient of the objective function, i.e., the variation of the AEP with
respect to a variation in the turbine positions. With the computed
gradients, turbine positions are updated and a new layout is assessed
with additional CFD simulations. The above described steps are re-
peated until the user-provided termination criteria are satisfied. A
gradient-based optimizer controls the processes of monitoring the
convergence and updating the turbine positions. Here we used the se-
quential quadratic programming (SQP) algorithm part of the open-
source library NLopt [63,64]. Convergence is considered reached when
an improvement in the AEP of the new layout is less than 0.01%.

This methodology was applied and tested on two wind farms in
complex terrain. The first one is an idealized wind farm consisting of 5
wind turbines, which provides useful heuristics for checking optimi-
zation results, and the second is the Nygårdsfjellet wind farm, used for
the validation is Section 4.

5.1. Idealized wind farm

For the 5-turbine idealized wind farm, we defined a domain with
dimensions of 12 × 12 × 6 D and a circular region with a 3 D radius
inside which turbines could be placed. A minimum interspacing of 1 D
between wind turbines was also enforced to prevent any wind turbine
superposition generated by the optimizer. The terrains used to test the
optimization were of two kinds, flat and complex. For the complex
terrain, we defined a Gaussian-shaped hill in the middle of the domain,
whose geometry is given by the following expression:
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where H is the maximum height of the hill, σ is a parameter that de-
termines the spread of the hill (akin to the standard deviation of the
Gaussian distribution), and x0 and y0 are the coordinates of the max-
imum height of the hill. For the present case, the height and the stan-
dard deviation were set to 0.5D and 1D, respectively. To highlight the
advantages of the present methodology for 3D systems, this was also
compared to the methodology developed for 2D systems in Ref. [50] for
the same initial configurations and boundary conditions. As such, we
had in total three different domains, as shown in Fig. 7. Lastly, to ex-
amine the dependence of the gradient-based framework on the initial
conditions, we tested two initial layouts, one regular and one random
(see Fig. 8). The wind rose used to characterize the wind distribution

Fig. 4. Schematic of the domain, boundary conditions, and wind farm rotation
strategy adopted in the simulations.
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was instead assumed to comprise six equally-weighted wind directions
with a constant wind speed of 10 m/s.

The layouts resulting from the optimization are shown in Fig. 9 and
10 for a regular and a random initial layout, respectively. The quantity
of interest considered for the optimization is the normalized AEP, which
is the ratio between the actual AEP and the AEP that would be

generated by the same turbines operating in isolation (i.e., without
wake effects) on a flat terrain. Resulting values of the normalized AEP
for the cases considered are reported in Table 3. Convergence was
reached within 10 (or fewer) iterations of the optimization process for
all the cases analyzed.

When a regular initial layout was used, we notice that the resulting

Fig. 5. Normalized power of wind turbines operating in wake conditions. The plots show the experimental data along with one standard deviation (blue) and the CFD
predictions (red). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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optimal layouts retained a clear regularity, which can be explained by
the symmetry of both the wind rose and the initial layout. The layouts
were, in fact, symmetric about a horizontal or vertical line passing by
the center of the domain. These symmetric optimal layouts obtained
when using equally-weighted wind directions with a constant wind
speed are usually considered evidence of an effective optimization
process [49].

Differences can be highlighted between 2D and 3D results for a flat
terrain scenario. It is possible to notice that even if the layouts look
quite similar, the turbines in the 2D cases are further apart. This can be
explained by the different modeling implementation of the wind tur-
bines. Whereas the 3D case used actual cylinders to model the wind
turbines, in the 2D case the actual turbine volumes were rectangular
prisms with unit height and rectangular base with width equal to the
rotor diameter. Because of this, the 2D modeling inherently generates
wake effects that are higher and therefore induces the optimization to
move the turbines further apart.

The normalized AEP of the optimal layouts resulted greater than
one in some cases. This means that the actual AEP was greater than the
one that would be generated by the same turbines operating in isolation
and on a flat terrain. For instance, this occurred in the 2D case with a
regular initial layout. The reason for this result lies in the fact that the
CFD models can accurately resolve the entire flow field and capture the
local speed-up effect surrounding the turbine rotor just outside of the
wake regions. The optimization algorithm exploited this feature and
moved the turbines toward these favorable regions where speedups are
expected to be larger. Although the optimal layouts of the 3D cases in
flat terrain were very similar to the 2D cases, the AEP results of the

former ones did not clearly show to benefit from this flow character-
istic. As also suggested in previous studies [49], this indicates that
speed-up effects generated by the turbine presence are more pro-
nounced in 2D simulations. A value of normalized AEP greater than one
was observed also for the 3D cases in complex terrain. This can be
explained by the fact that the Gaussian-shaped hill induced a speed-up
effect above it that increased the available kinetic energy that can be
captured by the turbines. A consequence of this effect can be seen in the
optimal layout for the 3D case in complex terrain with a random initial
layout (see Fig. 10c). In fact, differently from the other two cases with
the same initial layout, one of the turbines remains in the middle of the
domain on top of the hill where the speedup and therefore the energy
increase are expected to be maximum.

5.2. Nygårdsfjellet wind farm

For the Nygårdsfjellet wind farm, we used the same domain and set-
up of the validation process and we imposed a circular constraint of 7.5
D radius, as shown in Fig. 12, and a minimum distance of 1 D between
any two turbines. For this optimization, we used as starting config-
uration only the original layout of the wind farm without considering
any other hypothetical case. A simplification was introduced for the
wind rose that characterizes the wind resource of the site. The original
wind rose [61], shown in Fig. 11a, is divided in 36 bins for the wind
direction and 5 for the wind speed, which results in a total of 180 wind
states. To calculate the AEP of the farm, a CFD simulation should be run
for each of the wind states. We however deemed necessary a reduction
of these wind states to complete the optimization process. We simplified

Fig. 6. Flow chart reproducing the optimization methodology used to solve the wind farm layout optimization problem in complex terrain.

Fig. 7. Illustration of the domains used for the application of the 2D [26] and 3D (this work) methodologies for the idealized wind farm.
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the wind rose to the one shown in Fig. 11b, which resembles the ori-
ginal and preserves the predominant east–west directionality of the
wind resource. The simplified wind rose has two wind states with
uniform wind speed of 9 m/s and wind directions of 95° and 280° with
probability of occurrence of 0.646 and 0.354, respectively.

The initial and final layouts resulting from the optimization are
reported in Fig. 12 where we also show the normalized average power
production of each of the turbines. Fig. 13 shows instead a more de-
tailed comparison of the initial and optimal layouts by highlighting the
movement of each turbine. The optimization stopped and convergence
was reached after 14 iterations of the optimization process. The AEP of
the farm with the optimal layout was increased by 6.6% with respect to
the original configuration by moving the turbines at most 266 m and
111 m on average. The overall computational time was approximately
600 core-hours, roughly 5 days given our computational resources.

By taking a closer look to the results, some important observations
can be made. First, turbines that originally had some of the lowest
average power productions, namely, 1, 6, and 7, reported a significant
improvement. Turbines 6 and 7, even though their movement was
minimal, benefited from the movement of the east-side upstream tur-
bines 10, 11, 12, and 13 toward south-east. This resulted in a higher
wind potential available to the turbines in the center of the domain. On
the other hand, turbine 5, which was also in the group of turbines
whose performance was affected the most, did not show any significant
improvement itself but its movement increased the power production of
turbine 1, downstream for easterly winds. It is clear that all the turbines
were moved in a coordinated manner to increase the overall annual
energy production. To note is also the fact that the circular constraint
set in the optimization process prevented any further movement apart
of the turbines. In fact, Turbines 8 and 14, which were originally out-
side of the circular constraint were forced inside by the optimization
algorithm, which may have capped the AEP improvement realized by

the optimization algorithm.
Overall, the presented optimization methodology effectively im-

proved the AEP of the wind farms in complex terrain by changing their
turbine positions. This was enabled by both (a) the use of an experi-
mentally-validated, full-scale, 3D, turbulent CFD model that, as op-
posed to traditionally-used engineering models, could solve and capture
turbine- and terrain-induced flow features, and their mutual interac-
tion; and (b) the use of a continuous formulation of the adjoint method
to compute the gradients of the AEP with respect to changes in the
turbine positions along directions that are locally tangential to the
terrain profile. As a consequence, the optimizer could exploit optimal
locations that would have not been otherwise found. With a small wind
farm (<10 turbines), in an idealized scenario with a single smooth
terrain feature, the improvements in AEP ranged from about 3 to 6%
depending of the initial layout and terrain geometry. Given the sim-
plified problem, we could understand how heuristics, such as speedups
around turbines and terrain features, played a crucial role in de-
termining the optimal siting of turbines and increasing the AEP. With
the application to a real wind farm with 14 turbines, the AEP improved
more that 6% with respect to the initial, currently operational turbine
layout, which was presumably designed and built giving at least some
consideration to energy production optimality.

6. Conclusions

In the present work, we developed and applied a gradient-based
optimization methodology for wind farms in both flat and complex
terrains. This methodology integrates the high accuracy and flexibility
of the CFD models and uses the adjoint method to calculate the required
gradients. As opposed to previous studies, this methodology is general
in its formulation and can handle different wind farm configurations,
wind resource distributions and, more importantly, terrain topography.

Fig. 8. Wind rose and initial layouts used for the optimization process of the idealized wind farm.

Fig. 9. Optimal layouts resulting from the optimization process of the idealized wind farm starting from a regular initial layout.
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The adjoint method was verified on an idealized 2-turbine scenario
where only the gradient of the wind turbine operating in wake condi-
tions was evaluated. The gradients predicted by the adjoint method
were generally accurate when compared to a central difference dis-
cretization approach. We showed how the adjoint method can sig-
nificantly reduce the computational time for gradient computations in
high-dimensional optimization of very large control spaces, a feature
that enabled the proposed CFD-based WFLO. The CFD model based on
RANS equations was validated against the observed power production
data of the Nygårdsfjellet wind farm. These data were from turbines
operating in wake conditions and on complex terrain. The CFD model
was able to provide good predictions of the power production for most
of the cases considered, though discrepancies were observed in a few of
them. The validation also highlighted the challenge of simulating wind
farms in complex terrains, for which boundary conditions are uncertain
as a consequence of the larger scale atmospheric flows and local
weather patterns that influence the flow conditions at the wind farm.

The optimization methodology was applied and tested on two wind
farms in complex terrain, namely, an idealized wind farm consisting of
5 wind turbines and the Nygårdsfjellet wind farm with 14 turbines. The

idealized wind farm provided useful heuristics for checking optimiza-
tion results, such as the siting of turbines in higher wind potential re-
gions around turbines and terrain features, and the effect of initial
layouts on the resulting (locally) optimal AEP. For the optimization of
the Nygårdsfjellet wind farm, we instead used the original, currently
operational layout as a starting point. We observe that the optimization
methodology for wind farms in complex terrains could effectively im-
prove the AEP of the farms by changing their turbine positions. With
the idealized wind farm, the improvements ranged from about 3 to 6%
depending of the initial layout and terrain geometry, whereas with real
wind farm, the AEP was improved by more that 6%. This was, in fact,
the first fully CFD-based methodology being applied to the wind farm
layout optimization in complex terrain. As opposed to the state of the
art in WFLO, we showed that this methodology is capable of accurately
simulating both turbine wakes and terrain-induced flow features and
optimally designing turbine layouts in a way that approximate or
simplified models could not provide. We also demonstrated that this
innovative methodology is feasible with current computational re-
sources, and an optimization process can be completed within days.

We deem that the availability of a comprehensive optimization
model for wind farms in complex terrains and an efficient algorithm for
its solution will enable the evaluation of optimal turbine sites in areas
previously unexplored and will ultimately reduce design and develop-
ment costs for new on-shore wind farms. The developed framework,
although based on some simplifications to facilitate the computational
tractability of the problem, could be extended and improved to include
other aspects of the wind farm design. These include using different hub
heights or different turbines to further exploit terrain features, in-
troducing land availability constraints, and considering en-
vironmentally-related setbacks such as buffer zones around rivers,
forests or human dwellings, among others. On the modelling side, dif-
ferent turbulence closures for the RANS equations could be

Fig. 10. Optimal layouts resulting from the optimization process of the idealized wind farm starting from a random initial layout.

Table 3
Normalized AEP and improvement with respect to the initial layout resulting
from the optimization of the idealized wind farm. Values are reported for each
of the initial layouts and for each of the cases tested.

Regular initial layout Random initial layout

Norm. AEP Impr. [%] Norm. AEP Impr. [%]

2D case, flat terrain 1.032 13.9 0.982 6.0
3D case, flat terrain 0.972 6.1 0.964 2.8
3D case, complex terrain 1.013 3.0 1.019 3.2

Fig. 11. Original and simplified wind roses for the optimization of the Nygårdsfjellet wind farm.
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implemented and their impact investigated. Also, the CFD predictions,
and consequently the optimization results, would benefit if wind and
atmospheric conditions as well as site and turbine geometry were
known with lower uncertainties. Lastly, on the economic side, more
comprehensive cost functions that include other aspects of the design
process such as electrical interconnections and civil engineering infra-
structures could be considered. The integration of all these aspects
would create a multi-disciplinary optimization framework that could
provide optimal layout designs that minimize the wind farm LCOE
while meeting environmental regulations and other site constraints.

Code availability

The code developed and used in the present study for the wind farm
layout optimization is available in the GitHub repository at https://
github.com/eantonini/CFD-based-WFLO.
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